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Can we predict the popularity of a 
rental listing?

● Motivation and Assumptions
○ Rental listings should receive more inquiries to be more profitable for rental owners.
○ More inquiries means that the listings are of higher quality.
○ Higher quality listings benefit the rental market as a whole.

● Dataset from current Kaggle competition
○ “How much interest will a new rental listing on Renthop receive?”
○ Actual listing data from April through June 2016
○ Interest level = High, Medium, or Low
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Understanding the dataset

● One target variable:
○ interest_level =  High, Medium, Low

● ID columns:
○ listing_id
○ manager_id
○ building_id

● Numerical:
○ price
○ bathrooms
○ bedrooms
○ created_date

● Text/Photos:
○ description
○ [features]
○ [photos]

● Location:
○ latitude
○ longitude
○ display_address
○ street_address



Renthop Listings - 
Example



Listing Data 
plotted 
(Lat/Long)
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Using “manager performance” as a 
feature

● Some managers have many listings
● We can group by manager and assign weights:

○ High = 1
○ Medium = 0
○ Low = -1

● Use training set only to calculate manager performance



Reducing the number of feature 
categories in the listings



Reducing the number of feature 
categories in the listings

pd.get_dummies(df_train['categories']
.apply(pd.Series).stack()).sum(level=0)



Reducing the number of feature 
categories in the listings
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Classification Methods:
Comparison

Initial Feature Set:
'Bathrooms','bedrooms','price','latitude','longitude', 
'days_old','num_words','num_features','num_photos'

Logistic Loss 
sklearn.metrics.log_loss()

Logistic Regression (binomial) 0.71776

Logistic Regression (multinomial/newton-cg) 0.71441

KNN (n_neighbors=100) 0.75956

Bernoulli NaiveBayes 0.76274

MLP (hidden_layer_sizes=(100,50,10)) 0.65063

Random Forest(n_estimators=1000) 0.62541



Classification Methods:
Random Forest

Input Variable Set
sklearn.RandomForestClassifier(n_estimators=1000)

Logistic Loss 
sklearn.metrics.log_loss()

'Bathrooms','bedrooms','price','latitude','longitude', 
'days_old','num_words','num_features','num_photos'

0.63817

+ Feature categories 0.62023

+ Manager count and manager skill 0.59985 / with 73.5% accuracy Precision Recall

Class = High 50.2% 30.4%

Class = Medium 48.6% 35.3%

Class = Low 80.2% 91.0%



Classification 
Methods:
Random Forest
- Feature 

Importances
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Submitting 
prediction in 
kaggle

https://www.kaggle.com/c/two-sigma-connect-rental-listing-inquiries



Submitting 
prediction in 
kaggle

https://www.kaggle.com/c/two-sigma-connect-rental-listing-inquiries
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Next steps

● Opportunities remaining in the dataset:
○ Incorporate image data
○ Further refine treatment of manager_id

● Classification modeling:
○ Apply text classification on the description feature
○ Incorporate cross-validation
○ Improve understanding of the effect of features



Prashant Tatineni

Questions?


